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Abstract

Much interest in lonely death and activity of daily living (ADL) monitoring services through analysis from household power
onsumption data is increasing. For this, anomaly detection and power disaggregation are needed, respectively. However, the
xisting technologies suffer from inaccuracy problem, so they are not widely used. In this study, activity perception-based
nomaly detection and appliance activation profile-based disaggregation methods are newly presented to improve accuracy.
ccording to the experimental results, the proposed methods showed better performance than the existing methods.
2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license

http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

As household power consumption data is gradually opened, differentiated services through analyzing the data
ave been developed. Two social safety net services [1,2] are explored as the examples in this study.

The first service is lonely death monitoring. It detects anomalous patterns from power consumption and sends
n alarm of the risk of lonely death to the person in charge. For this purpose, Internet of Things (IoT) device-
ased approach as in [3–5] can be used, but there is difficulty in operating the device and privacy issues from the
ser’s viewpoint [6]. In addition, there is the problem that a large introduction cost is required from the service
rovider’s viewpoint. On the other hand, many methods as in [7–10] for inferring a problematic situation through
he difference between the observed value and the predicted result by time series analysis have been studied. It
s possible to implement the service by analyzing data measured in 15- or 30-min units from the existing meter.
owever, the analysis model must be built for each individual household.
The second service is activity of daily living (ADL) monitoring. It checks whether certain types of residential

ppliances were used during normal life. There are the IoT device-based method, also known as intrusive load
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monitoring (ILM), which monitors operation through an attached smart plug to the target appliance, and the
disaggregation method, also known as non-intrusive load monitoring (NILM) [11], which infers an activation
of the specific type of appliance from total power consumption data. Research on various data pre-processing
schemes [12–14] and algorithms using statistics [15,16], deep neural networks [17–19], and ensemble trees [20,21]
for disaggregation analysis has been conducted. To develop the disaggregation model, 1–60 s interval data must
be provided [22]. Before the electricity utility company’s existing meters are to be replaced with smart meters
that support high-frequency sampling, data can be obtained through consumer’s products such as home energy
monitors [23,24]. Developing a disaggregation model for each individual house is too expensive, so it needs to be
built as a single, pre-trained, common model.

Table 1 explains the two analysis services to be explored, along with the enabling technologies and requirements.

Table 1. Household power consumption data analysis services.

Service Lonely death monitoring ADL monitoring

Analysis Anomaly detection Disaggregation
Model For each household As a common pre-trained
Data requirement 15- or 30-min sampled 1–60 s sampled
Metering device Existing meter Home energy monitor

The problem is that the accuracy performance of existing anomaly detection and disaggregation techniques used
o implement the above services is not sufficient. Therefore, this study focuses on the following contributions.

• We propose a new anomaly detection method through activity perception that can be applied directly without
model training. This method showed better performance compared to the previous study.

• We introduce an improved disaggregation method through result processing by appliance activation profile.
This method improved disaggregation accuracy to performance above the commercial service level.

• Finally, as a use case, we present a method of implementing a social safety net service using the proposed
anomaly detection and disaggregation techniques.

. Anomaly detection

.1. Activity perception-based analysis method

The total power consumption (CT) measured in a household can be defined as the sum of the consumption by
ppliances (CA) that people activate and the consumption by the base load (CB). The base load refers to a load
enerated by constant electricity consumption source, such as a refrigerator, without human intervention.

CT = CA + CB (1)

The above equation can be rewritten as CA = CT - CB. Because CT is measured and provided as input data for
service, if CB can be obtained, CA can be recognized. In the previous study in [25], the method of extracting the

ase load by utilizing communication data was used. In this study, the following practical method is proposed.
First, the median of power consumption between 0 and 6 o’clock, which is a period when most residents are

leeping and there is little possibility of using residential appliances, is estimated as the base load. The method was
roved to be effective for inferring the base load. It also has the advantage of not requiring model training.

Second, the case where the difference between CT and CB is greater than a certain bound is found and regarded
s activity. The activity means an activation by human. Conditions for determining an activity are as follows.

• The difference (CA) must be outside the 1 sigma standard deviation interval (68.3%).
• At the same time, the difference (CA) must be at least 25 W, which is the power consumption for watching

television for 15 min.

Fig. 1 describes the activity perception method. The method regards an anomaly when there is no found activity.

2.2. Experimental results

None of the public datasets provides household power consumption data with label data for the status of residents.
Therefore, a proprietary dataset, which was measured in single-person household caring service provided for 100
19
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Fig. 1. Activity perception from household power consumption.

households by a Korea’s local government in 2020, was used for the experiments. There was no lonely death in the
service for one month from June 16 to July 15, 2020.

We implemented autoencoder-based anomaly detection using the open-source of [26] as an existing method,
and compared the performance with the proposed activity perception method. The recall, among classification
performance metrics, was used to verify whether actual positive cases are predicted as normal.

recall =
T rue Posi tive

T rue Posi tive + False Negative
(2)

As shown in Table 2, the activity perception method shows 8% better performance than the existing method.
This improvement means that the amount of work to check the safety by phone or visit has been reduced.

Table 2. Performance comparison between the existing method.

Metric Existing method Activity perception

Recall 0.90 0.97

3. Disaggregation

3.1. Appliance activation profile-based analysis method

Disaggregation is the analysis that infers individual appliance power consumption (CA) from total power
consumption (CT). Therefore, training and prediction are performed as follows.

• train(CT, CA)
• CÁ ≈ predict(CT)

To develop a disaggregation model, performance evaluation is necessary to find a suitable machine learning
algorithm. According to the previous study of [17], the deep neural network-based algorithms, recurrent neural
network (RNN), gated recurrent unit (GRU), window GRU (WGRU), denoising autoencoder (DAE), and sequence-
to-point (S2P), performed better than the statistical-based algorithm such as hidden Markov model (HMM). In the
recent studies as in [20,21], tree ensemble-based random forest (RF) and gradient boosting machine (GBM) showed
good performance, so it is necessary to consider those algorithms as candidates. The open-source project of [27]
was used to implement all the disaggregation models with different algorithms.

To evaluate the performance, model training time (T) is measured and mean absolute error (MAE) is calculated
between the prediction result (x) and the actual data (y). In addition, computing efficiency (CE) is obtained by T
and MAE. The optimal algorithm must show the smallest value of CE. These metrics are defined as follows.

M AE =

∑
|yi − xi |

n
(3)

C E =

∑
(M AE × T ) (4)
20
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The next step is to apply a feature extraction scheme. This study uses the following 28 features as specified on
he right side of Fig. 2.

• 10 consecutive data of total power consumption (including 9 past data)
• 10 Fourier transformed data
• 8 statistical data, maximum, minimum, difference between maximum and minimum, mean, standard deviation,

25% quartile, 50% quartile, and 75% quartile

ext, the disaggregation result must be converted into the classification performance value that is not an error,
uch as MAE. For this, a peak exceeding a specific threshold (100 W) is extracted as an activation period, and the
rediction for the corresponding period is cross-checked. If the ground truth data is 50% or more in the activation
eriod, the prediction is regarded as successful.

The disaggregation performance issue is caused by the power consumption by the unknown appliances shown
n the left side of Fig. 2. The consumption is also trained and makes noise in the results. To minimize the effect,
his study introduces an appliance activation profile-based result processing. Activation characteristics on the target
ppliance, such as width, height, and running time, are separately profiled during model training, and used to filter
rroneous prediction results.

Fig. 2. Overview of disaggregation analysis and the adopted data pre-processing scheme.

3.2. Experimental results

UK-DALE [28] dataset was used to evaluate performance. It provides the total and appliance power consumption
data measured in 5 houses at 6-second interval for 912 days. According to the results in Table 3, it can be concluded
that RF algorithm is optimal for disaggregation model implementation.

Table 3. Disaggregation performance on algorithms.

Appliance Metric RNN GRU WGRU DAE S2P RF GBM

Television
MAE 14.62 17.96 11.95 11.17 13.38 14.79 14.79
Time (s) 346.03 179.39 3 761.98 13.88 909.85 13.40 84.16

Boiler
MAE 32.26 36.44 45.09 43.16 33.69 34.98 35.15
Time (s) 349.67 244.62 3 718.58 12.76 773.86 11.99 85.06

Freezer
MAE 36.02 36.02 30.56 30.26 30.75 30.18 30.36
Time (s) 351.46 245.77 3 716.41 12.52 774.49 13.56 83.28

Washing machine
MAE 17.40 22.99 19.14 21.52 22.00 18.94 19.58
Time (s) 352.64 246.03 3 715.67 12.68 784.78 13.59 90.11

– CE 35 133.78 26 646.40 397 316.58 1357.38 79 329.73 1284.20 8527.60

Dataset: UK-DALE, House ID: 4, Train: 1/1/2013–3/31/2013, Test: 4/1/2013–4/30/2013.
21
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Table 4 shows the performance of the disaggregation model to which the RF algorithm, feature extraction, and
esult processing are all applied. When the classification performance of 0.7 or higher, which is the level of the
ommercial service in [29], is set as the target level, the results, except for recall, are unsatisfactory.

Table 4. Disaggregation performance on appliances.

Appliance Recall Precision Accuracy F1 score

Washing machine 0.75 0.33 0.59 0.46

Dataset: UK-DALE, House ID: 4, Train: 3/1/2013–3/31/2013, Test: 4/1/2013–4/10/2013.

Fig. 3 shows the architecture and example operation by the disaggregation model that filters noise from predicted
results using the appliance activation profile.

Fig. 3. Model architecture and disaggregation example.

Table 5 shows the results of applying the result processing by the appliance activation profile. It can be seen
that the performance was improved, and the target performance was achieved with 17%, 136%, 41%, and 78%
improvement in recall, precision, accuracy, and F1 score, respectively.

Table 5. Disaggregation performance with result processing by appliance activation profile.

Appliance Recall Precision Accuracy F1 score

Washing machine 0.88 0.78 0.83 0.82

Dataset: UK-DALE, House ID: 4, Train: 3/1/2013–3/31/2013, Test: 4/1/2013–4/10/2013.

4. Conclusion

Lonely death monitoring by anomaly detection and ADL monitoring by disaggregation can be provided as one
connected service. Although no lonely death is found, the service continues to examine whether the person is
leading a normal life by examining the target appliance activation as a vital sign indicating whether a normal life
is maintained (see Table 6).

Since the number of households managed by one caring agent is large in social safety net services, without such
an intelligent service, all households have to be checked every day or caring of them is provided in turns. Anomaly
detection and disaggregation technologies automatically find problematic events and support selective and intensive
caring, thereby reducing the work of care agents and increasing the effectiveness of the entire service.
22
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Table 6. Example of connected service operation.

Lonely death monitoring ADL monitoring Final result

NOK Skipped Alarm (Critical)
OK NOK Alarm (Warning)
OK OK OK

The proposed activity perception-based anomaly detection and appliance activation profile-based disaggregation
ave been proven to show higher accuracy than the methods of previous studies. Therefore, it is possible
o implement more reliable social safety net services such as lonely death and ADL monitoring through the
echnologies.

The proposed activity perception-based anomaly detection has the advantage of being a practical method that
an be directly applied without model training. However, in case of disaggregation, high sampling frequency data
y smart meter that is not being widely deployed is required. Thus, currently, there is a limit in that it is possible
o provide services only through products such as home energy monitors.

Since there are few appliances that can be disaggregated, it is also important to select a relevant target
ppliance. According to our observation, an appliance with a distinct power consumption pattern that can be easily
istinguished by appliance activation profile is suitable for disaggregation.

In addition, as it is difficult to develop the disaggregation model in units of individual households, it is essential
o develop the disaggregation as a pre-trained model. However, there is no dataset that can provide enough data for

ore than 30 households for training.
Therefore, it is necessary to develop more advanced analysis technology to overcome the above-mentioned issues.

hat is the direction of future research.
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